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Self-organizing domain structure in a driven lattice gas

György Szabo´, Attila Szolnoki, Tibor Antal, and Istva´n Borsos
Research Institute for Materials Science, P.O. Box 49, H-1525 Budapest, Hungary

~Received 22 October 1996!

Using Monte Carlo simulations, we have studied the self-organizing polydomain structure appearing at low
temperatures in a square lattice-gas model with a repulsive nearest-neighbor interaction when the particle
jumps are biased by a uniform electric field. These investigations confirm that the enhanced interfacial material
transport is able to preserve the anisotropic self-organizing domain structure and to destroy the monodomain
state via a nucleation mechanism. In the self-organizing state the size distribution of domains shows a power-
law behavior.@S1063-651X~97!09205-2#

PACS number~s!: 05.50.1q, 05.70.Ln, 64.60.Cn
th
o
th
n
h
e

th
er

d
es
ra
lik
wi
th

e
u
re

e

-

r
th
lf
e
hu
an
eo
e
io
re
te

could
cal
e-
har-
ible

be-
not
sed
f

e
e
the
uld
at-
sys-
ain
t.’’
tion
ure
table
uc-
this

tz
r-
we
a
the

the
the
to
po-
-
e
ical
e
unit
I. INTRODUCTION

The introduction of driven lattice gases@1# was motivated
by the demands to study nonequilibrium~open! systems that
exhibit phase transitions and seem to be tractable with
improvement of dynamical methods using the concepts
equilibrium statistical physics. In these lattice-gas models
thermal jumps of interacting particles are biased by a u
form electric fieldE, resulting in a particle transport throug
the system when periodic boundary conditions are us
These systems exhibit many interesting phenomena~for a
review see@2#!. An attractive feature is that the equilibrium
behavior should be reproduced in the limitE→0. From a
practical point of view, these models are able to describe
effect of a driving field on the ordering processes in sup
onic conductors@3#.

Now our consideration will be restricted to a half-fille
driven lattice gas on a square lattice with repulsive near
neighbor interaction. The system has a twofold degene
ground state in which the particles form a chessboard
ordered structure. In equilibrium one of these structures
appear as a result of a sublattice ordering when cooling
system through the Ne´el temperatureTN . The early investi-
gations apparently confirmed the naive expectation, nam
the universal behavior of the ordering process remains
changed in the presence of a weak driving field. More p
cisely, dynamical mean-field analysis@4#, field-theoretical
investigation, and Monte Carlo~MC! simulations@5# have
suggested that the Ne´el temperature decreases withE and the
continuous transition becomes a first-order one abov
threshold value.

In a previous paper@6# the MC simulations were reinves
tigated using a system as large as 30031500 for a fixed
driving field. These simulations have demonstrated clea
that a self-organizing polydomain structure characterizes
stationary state at low temperatures. Here the ‘‘se
organizing’’ attribute refers to the motion of interfaces pr
serving the polydomain structure in the stationary state. T
the low-temperature state remains translation invariant
the ordering process is not accompanied by the spontan
symmetry breaking characteristic of the long-range ord
The visualization of the particle configurations as a funct
of time has indicated that the self-organizing structure is p
served by the enhanced material transport along the in
551063-651X/97/55~5!/5275~5!/$10.00
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faces separating the ordered phases. This phenomenon
be explained qualitatively by a simple phenomenologi
model describing the time evolution of interfaces. This ph
nomenological model predicts the appearance of some c
acteristic lengths leading to size effects that are respons
for some unexpected phenomena.

For sufficiently large fields these characteristic lengths
come comparable with the lattice constant and we can
observe a striking domain structure. In this case the revi
dynamical mean-field analysis@7# confirms the absence o
traditional phase transition.

Now we report on further MC simulations supporting th
former picture for weak fields. It will be shown that th
mentioned size effect resolves the discrepancy between
MC data obtained for small and large system sizes. We co
distinguish three different types of stationary domain p
terns when varying the temperature, field strength, and
tem sizes. Consequently, the self-organizing polydom
structure is considered as the real ‘‘thermodynamic limi
In this phase we have found that the domain size distribu
shows a power-law behavior. In agreement with this pict
the homogeneous ordered phase is proved to be a metas
state that decays into the self-organizing polydomain str
ture via a nucleation mechanism. Several aspects of
nucleation process are also investigated.

II. MODEL

The driven lattice-gas model was introduced by Ka
et al. @1# to study the effect of an external field on the orde
ing process. Using the traditional lattice-gas formalism,
will investigate the distribution of interacting particles on
square lattice. We assume repulsive interactions between
nearest-neighboring particles. In the half-filled system
time evolution is governed by particle jumps according to
Kawasaki dynamics. Taking the effect of external field in
account, the jump rate depends on the ratio of the local
tential energy difference~between the final and initial posi
tions! and temperatureT. Instead of the Metropolis rate w
used the Kawasaki rate because it simplifies the analyt
calculations @4,7#. Accepting the previous notations, th
nearest-neighbor interaction is considered as an energy
in which both the temperature (kB51) and strength of a
driving field are measured@1,2#. In the presence of a driving
5275 © 1997 The American Physical Society
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5276 55SZABÓ, SZOLNOKI, ANTAL, AND BORSOS
field (EÞ0) the jump rates are increased along the field a
decreased in the opposite direction. The field direction
usually chosen to be parallel to one of the principal ax
Periodic boundary conditions are imposed to have a mate
transport through the system.

In the absence of a field the jump rate satisfies the co
tion of detailed balance and the stationary state can be in
tigated by the equilibrium techniques. It is well known th
the corresponding equilibrium system undergoes a subla
~antiferromagnetic! ordering when decreasing the tempe
ture through the Ne´el temperature@TN50.5673(1)#. The
feature of this critical transition is well described in the l
erature@8#.

In the presence of a driving field the ordering process
quite different. Instead of the homogeneous~monodomain!
ordered phase a self-organizing polydomain structure
found at low temperatures. A typical particle configurati
was shown in a previous paper@6#. During the simulations
the visualization of the particle distribution makes clear t
most of the jumps take place at the interfaces separating
ordered regions. Consequently, the particle transport is
localized along the interfaces in the presence of a driv
field. For curved interfaces the induced current results in
accumulation of extra particles~holes! at the parts where the
curvature is negative~positive!. The interface is driven by
the field with a velocity proportional to the accumulat
charge density and perpendicular field component. Th
features are investigated by a simple phenomenolog
model in which the interface shape, the particle density,
the current along the interface are described by single-va
functions of time and thex coordinate@6#. The deterministic
equations of motion take the effect of surface tension i
consideration too.

The phenomenological model predicts that the neut
tilted, standing, and planar interfaces are unstable aga
periodic perturbations in agreement with MC simulatio
@9#, except for the interfaces parallel to the field. Accordi
to a linear stability analysis, the amplitude of the perturb
tion increases exponentially with time if the wavelength e
ceeds a threshold value. More precisely, the amplifica
rate has a maximum at a given wavelength (l!) proportional
to 1/uEu. Following the initial ~exponential! increase of the
periodic components there appears a finger formation c
trolled by nonlinear effects. In this case the typical fing
width can be estimated asd''l!/2. Consequently, the
growing domains are split into strips whose average len
di depends on the thermal fluctuations decorating the de
ministic evolution of interfaces. This picture explains wh
the system evolves into an anisotropic, self-organizing
main structure at sufficiently low temperatures. In this s
tionary state some parts of the moving interfaces can m
and annihilate each other, while the accumulated charges
neutralized~in part!. This process unites two distinct do
mains and generates extra defects into the bulk phase
these phenomena can be observed clearly when displa
the particle distribution during the MC simulations. The a
pearence of the two characteristic lengths (d' and di) are
responsible for size effects causing difficulties in the int
pretation of MC data, as discussed in the subsequent sec
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III. RESULTS OF MONTE CARLO SIMULATIONS

To justify the above statements we have performed a
ries of MC simulations using the standard technique@10#.
Henceforth we will concentrate on the results because m
details of simulations are described in our previous work@6#.

First we discuss the size effects due to the appearanc
different characteristic lengths mentioned above. The s
organizing domain structure is preserved by the interfa
phenomena when the system sizes are chosen to be m
larger than these former values. However, if the MC simu
tion is performed on a small system then one can observ
ordered monodomain structure at low temperatures an
phase transition can be concluded. Thus the finite-size s
ing of the order parameter can be performed for si
L<40 and one can deduce a ‘‘critical temperatur
TN(E50.4)50.488(1). For larger system size ~e.g.,
L5100), however, the scaled data deviate significantly fr
the scaling function.

In a small system the ordered~chessboard! structure
evolves into its counterpart~anti-chessboard! and vice versa
via a nucleation mechanism as demonstrated in Fig. 1~for
L510), where the time is measured in Monte Carlo ste
per particles~MCS!. In this case the sublattice occupatio
indicates that the system is dominantly standing in one of
ordered ~monodomain! states. With the increase ofL the
duration of the transition becomes longer and longer.
sufficiantly large sizes the monodomain structure cannot
observed in the system.

Figure 1 demontrates clearly that the evolution of sub
tice occupation shows different behavior forL5120 if the
system is started from an ordered structure. Evidently,
fluctuation of the sublattice occupation~around 1/2) de-
creases when choosing even larger systems.

Beside the mono- and polydomain structures we can
tinguish a third type of domain pattern when the system s
equals approximately the longitudinal correlation leng
which is generally larger thand' . In a narrow range of
system sizes closed strips are formed with interfaces par
to the field. These interfaces are not affected by the inte
cial instability mentioned above. Due to the thermal fluctu
tions the interfaces move randomly; the neighboring o
can meet and annihilate each other. The ‘‘multistrip’’ sta
can be considered as a stationary one because the nucle
mechanism recreates the annihilated domains.

The common feature of the above situations is the dis

FIG. 1. Time dependence of the sublattice occupation in M
simulations atE50.4 andT50.48 for differentL.
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55 5277SELF-ORGANIZING DOMAIN STRUCTURE IN A . . .
pearance of the time average of the order parameter de
as a difference of the average sublattice occupations.
process can be characterized by a relaxation time if the
tem is started from one of the ordered monodomain state
study this phenomenon a series of MC simulations was
formed varying the system size for fixed field and tempe
ture. The time variation of the order parameter has been
termined by averaging over 150 MC runs. Following t
method introduced by Binder and Mu¨ller-Krumbhaar@11#,
we have evaluated the relaxation time as a function ofL for
T50.48 andE50.4 ~see Fig. 2!. Notice that the temperatur
is chosen to be less than the critical temperature derived f
the mentioned finite-size scaling forL<40.

For small sizes the relaxation time increases withL. The
curve has a maximum forL'36 and tends to a constan
value whenL→`. As a comparison with the equilibrium
system we have repeated these calculations forE50 and
L<40. As shown, the relaxation~ergodic! time increases
monotonically withL in contrast to the driven system. Th
preliminary results suggest similar behavior for lower te
peratures. Unfortunately, the systematic analysis requ
more and more computational time when decreasing the t
perature and/or field strength.

The interfacial energy contributes significantly to the to
energy in the driven system. Consequently, the size ef
can be observed when studying the specific heat. In
driven system the fluctuation-dissipation theorem is
longer valid; therefore the specific heat has been evalu
by the numerical derivation of the average energy as us
Figure 3 indicates that the peak increases and moves to
when choosingL516, 32, and 64 as typical in equilibrium
systems. However, this tendency breaks down for larger
tems when the appearance of interfaces~representing extra
energy! decreases the peak height and the data converg
ward the results obtained forL5256 in our previous work
@6#.

In order to study the temperature dependence of the
cific heat in the real stationary state we have performe
series of MC simulatons varying the temperature for diff
ent field strengths. In these simulations the system sizes
chosen to be much~more than 10 times! larger than the cor-
responding characteristic lengths. Figure 4 illustrates that
position of the maximum moves to left, while the peak b
comes lower and wider when the field strength is increas

These data suggest that the critical behavior appears
in the limit E→0. Unfortunately, the MC simulations are n

FIG. 2. Size dependence of the relaxation time in a driven s
tem ~open squares! for E50 ~closed circles! at T50.48.
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adequate to study rigorously the crossover from the smo
transition to the critical one when decreasinguEu because of
the extremely large sizes required to avoid the mentio
size effects. At the same time, the results of simulatio
agree quantitatively with the predictions of a generaliz
mean-field analysis performed previously at the level of
six-point approximation@7# for uEu.1.

During the above simulations the absence of long-ra
order has been justified in the low-temperature region
uEu.0.2. These simulations have confirmed qualitative
that the characteristic lengths become shorter for stron
fields, in agreement with the prediction of the phenome
logical model.

The polydomain structure formed by the ordered che
board and antichessboard phases is topologically equiva
to a pattern like ‘‘droplets inside of droplets inside drople
. . . ’’ characteristic of the critical domain picture of th
Ising model@12#. According to the deterministic interfacia
evolution model, the appearance of characteristic leng
leads to a minimum size for droplets. In the real system
smaller droplets appear as a consequence of thermal fluc
tions. The resultant domain structure is topologically simi
to a quenched state roughened for a given time. To dem
strate it we have determined the domain size distribut
functions in both cases. The number of sites in a given
main is determined by the cluster labeling technique wid
used in percolation problems@13#. Closed circles in Fig. 5
show the average number of domains of sizes in a rectan-

s- FIG. 3. Specific heat vs temperature atE50.4 for different sys-
tem sizesL516 ~open squares!, 32 ~closed triangles!, 64 ~open
circles!, 128 ~closed circles!, and 256~closed squares!.

FIG. 4. Specific heat for different fields:E50 ~triangles!, 0.4
~open squares!, 1 ~closed squares!, and 1.5~bullets!.
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5278 55SZABÓ, SZOLNOKI, ANTAL, AND BORSOS
gular system with 50031500 sites forE50.4 andT50.4.
Here the open circles are obtained by averaging over 1
patterns developed from a random distribution after a th
malization of 300 MCS in the absence of a driving field f
a fixed temperatureT50.4. In this former case there als
exists a characteristic domain size proportional tot1/2.

The domain size distribution functions are generally s
sitive to the choice of criteria defining domains and int
faces. In the above comparison we used the same criter
demonstrate the similarity between the two types of sta
Preliminary results suggest that this behavior is not affec
by the anisotropy of the domain structure.

Beside the preservation of this self-organizing station
state the enhanced interfacial particle transport breaks up
monodomain structure into a polydomain one via a nuc
ation mechanism as observed in MC simulations@6,14#. Due
to thermal fluctuations ‘‘islands’’ of the counterphase a
formed in the homogeneous initial state. These islands
polarized by the above mechanism and will elongate al
the field if the driving force exceeds the shrinking effect
the surface tension. A detailed analysis of the mentio
phenomenological model predicts that the time derivative
the interface shape and accumulated charges cannot v
simultaneouslyfor dropletlike ~closed curve! solutions@15#.
At the same time we are able to determine the variation
the domain area for any initial state. By this means we
distinguish domains whose area is growing or shrinki
First we have studied the time evolution of a circular d
main. The initial charge distribution along its boundary
chosen to be the stationary solution for fixed radius. It
found that the area increases if the radius exceeds a thres
valueRt , which is proportional to 1/uEu. It is emphasized
that the interface motion is not isotropic and the initia
circular island elongates along the field. This calculation c
be repeated by assuming small elliptical distortion of
initial shape. It is found that the threshold value of the d
main area as a function of ellipticity exhibits a local min
mum. This fact indicates the enhanced role of the elonga
islands during the nucleation process.

Unfortunately, a complete MC study of the nucleati
process is not allowed by our computer facilities. We ha
studied only the variation of domain area when the orde
initial state contains a ‘‘circular,’’ polarized island of th
counterphase. For this purpose the initial state in a squ
box was created as follows. In the completely ordered ph

FIG. 5. Log-log plot of the average number of domains vs th
sizes for a self-organizing domain structure~closed circle! and for a
state~open circle! during the roughening process.
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we generated a circular domain of the counterphase by s
ing the inside particles along the field by one lattice consta
Thus the number of particles remains unchanged and we
tained a domain whose surface accumulates extra part
and holes~charges! with a distribution predicted by the phe
nomenological model for fixed radius. The appearance
such a domain is typical in the stationary state. Thermaliz
the initial state for some time~10–40 MCS! we have deter-
mined the variation of the domain area. To suppress the t
mal fluctuations this process was repeated several thou
times at a given field, radiusR, and temperature (T50.44).
Due to the short run times we could vary the initial radius
a sufficiently wide range. The radius of the initial doma
was chosen from 8 to 200 on anL3L lattice whereL was
increased simultaneously withR from 36 to 600.

From an average of data obtained for various radii we
able to determine the threshold value of the radiusRt sepa-
rating the growing and shrinking domains. The results of M
simulations are illustrated in Fig. 6, where the size of t
squares indicates the statistical error. These data con
qualitatively the theoretically predicted 1/uEu behavior~see
the solid line!.

In these simulations we have chosen the radius to be
nificantly larger than the interface thickness, which is co
parable with the lattice constant. For smaller radii the dev
tion of the actual interface from the circle becomes import
and results in anomalous behavior. This phenomenon m
have been the reason why the verification of the 1/uEu behav-
ior was not successful in the early MC simulations@14#.

Notice thatRt and d' increase with the inverse ofuEu,
while their temperature dependence seems to be neglig
At the same time the longitudinal correlation length or d
main size increases when decreasing the temperature
fixed driving field @6#. These facts make the reliable M
analysis difficult for low fields and temperatures because
should choose the system sizes to be much larger than
above characteristic lengths. Consequently, in these reg
we need to search for other effective methods to check
predictions of the phenomenological model.

IV. CONCLUSION

The present MC simulations give further evidence tha
low temperatures the driven lattice-gas model exhibits a s

r

FIG. 6. Threshold value of the domain radius as a function
the driving field at fixed temperatureT50.44.
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55 5279SELF-ORGANIZING DOMAIN STRUCTURE IN A . . .
organizing polydomain structure that is topologically simi
to those appearing during the roughening process. The in
facial effects not only preserve the self-organizing dom
structure but they are able to destroy the monodomain st
tures via a nucleation mechanism. The related character
lengths are responsible for the significantly different featu
found between small and sufficiently large systems. For la
fields these lengths become small and the results of sim
tions agree quantitatively with the predictions of generaliz
mean-field approximations at the level of six-point appro
mations.

In the present model the pattern formation is not surp
ing because similar phenomena are found in some other o
systems. The best known example is the Rayleigh-Be´nard
instability @16#. The curiosity of the present driven lattice g
is related to the fact that here the pattern formation is p
served by an enhanced interfacial particle transport. T
model represents that an interfacial phenomenon is abl
z
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prevent the formation of long-range order against the th
modynamic forces.

For weak fields the interfacial phenomena perturbed
noise affect dominantly the apparent domain structure w
they allow nearly perfect order inside the domains. In t
case the polydomain state can be considered as a noisy
face evolution problem. Such an approach raises many q
tions not yet investigated in the area of surface growth@17#.
It is expected that this technique may give some predicti
for the longitudinal domain~or correlation! length. Further-
more, it would be interesting to classify the interface evo
tion models that are able to preserve such a self-organi
domain structure.
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