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Self-organizing domain structure in a driven lattice gas
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Using Monte Carlo simulations, we have studied the self-organizing polydomain structure appearing at low
temperatures in a square lattice-gas model with a repulsive nearest-neighbor interaction when the particle
jumps are biased by a uniform electric field. These investigations confirm that the enhanced interfacial material
transport is able to preserve the anisotropic self-organizing domain structure and to destroy the monodomain
state via a nucleation mechanism. In the self-organizing state the size distribution of domains shows a power-
law behavior[S1063-651X97)09205-3

PACS numbe(s): 05.50+q, 05.70.Ln, 64.60.Cn

I. INTRODUCTION faces separating the ordered phases. This phenomenon could
be explained qualitatively by a simple phenomenological
The introduction of driven lattice gasgk] was motivated model describing the time evolution of interfaces. This phe-
by the demands to study nonequilibridopen systems that nhomenological model predicts the appearance of some char-
exhibit phase transitions and seem to be tractable with thacteristic lengths leading to size effects that are responsible
improvement of dynamical methods using the concepts ofor some unexpected phenomena.
equilibrium statistical physics. In these lattice-gas models the For sufficiently large fields these characteristic lengths be-
thermal jumps of interacting particles are biased by a unicome comparable with the lattice constant and we cannot
form electric fieldE, resulting in a particle transport through observe a striking domain structure. In this case the revised
the system when periodic boundary conditions are useddynamical mean-field analys[§] confirms the absence of
These systems exhibit many interesting phenom@oma  traditional phase transition.
review se€2]). An attractive feature is that the equilibrium  Now we report on further MC simulations supporting the
behavior should be reproduced in the lirkit-0. From a former picture for weak fields. It will be shown that the

practical point of view, these models are able to describe thgentioned size effect resolves the discrepancy between the
effect of a driving field on the ordering processes in superiMC data obtained for small and large system sizes. We could

onic conductorg3]. distinguish three different types of stationary domain pat-
Now our consideration will be restricted to a half-filled terns when varying the temperature, field strength, and sys-
driven lattice gas on a square lattice with repulsive nearestem sizes. Consequently, the self-organizing polydomain
neighbor interaction. The system has a twofold degeneratgtructure is considered as the real “thermodynamic limit.”
ground state in which the particles form a chessboardlikdn this phase we have found that the domain size distribution
ordered structure. In equilibrium one of these structures wilshows a power-law behavior. In agreement with this picture
appear as a result of a sublattice ordering when cooling ththe homogeneous ordered phase is proved to be a metastable
system through the ¢ temperaturdy . The early investi- state that decays into the self-organizing polydomain struc-
gations apparently confirmed the naive expectation, namelyjure via a nucleation mechanism. Several aspects of this
the universal behavior of the ordering process remains urilucleation process are also investigated.
changed in the presence of a weak driving field. More pre-

cisely, dynamical mean-field analysjd], field-theoretical Il. MODEL

investigation, and Monte Carl@MC) simulations[5] have

suggested that the Wetemperature decreases wihand the The driven lattice-gas model was introduced by Katz
continuous transition becomes a first-order one above at al.[1] to study the effect of an external field on the order-
threshold value. ing process. Using the traditional lattice-gas formalism, we

In a previous pap€i6] the MC simulations were reinves- Wwill investigate the distribution of interacting particles on a
tigated using a system as large as 80®00 for a fixed square lattice. We assume repulsive interactions between the
driving field. These simulations have demonstrated clearlyiearest-neighboring particles. In the half-filled system the
that a self-organizing polydomain structure characterizes thééme evolution is governed by particle jumps according to the
stationary state at low temperatures. Here the “self-Kawasaki dynamics. Taking the effect of external field into
organizing” attribute refers to the motion of interfaces pre-account, the jump rate depends on the ratio of the local po-
serving the polydomain structure in the stationary state. Thutential energy differencébetween the final and initial posi-
the low-temperature state remains translation invariant antions) and temperaturd. Instead of the Metropolis rate we
the ordering process is not accompanied by the spontaneoused the Kawasaki rate because it simplifies the analytical
symmetry breaking characteristic of the long-range ordercalculations[4,7]. Accepting the previous notations, the
The visualization of the particle configurations as a functionnearest-neighbor interaction is considered as an energy unit
of time has indicated that the self-organizing structure is prein which both the temperaturek§=1) and strength of a
served by the enhanced material transport along the intedriving field are measureld,2]. In the presence of a driving
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field (E+#0) the jump rates are increased along the field and
decreased in the opposite direction. The field direction is
usually chosen to be parallel to one of the principal axes.
Periodic boundary conditions are imposed to have a material
transport through the system.

In the absence of a field the jump rate satisfies the condi-
tion of detailed balance and the stationary state can be inves-
tigated by the equilibrium techniques. It is well known that
the corresponding equilibrium system undergoes a sublattice
(antiferromagnetic ordering when decreasing the tempera-
ture through the Na temperaturg Ty=0.5673(1). The 0 5000 1??38 (1\}[5C080)0 20000 25000
feature of this critical transition is well described in the lit-
erature[8]. . . . . FIG. 1. Time dependence of the sublattice occupation in MC

In the presence of a driving field the ordering process iSjmulations aE=0.4 andT=0.48 for differentlL .
quite different. Instead of the homogenedusonodomain
ordered phase a self-organizing polydomain structure was 1ll. RESULTS OF MONTE CARLO SIMULATIONS

I’Sggihagv\llzvx?nteampreer\(/';}guur:s.aA%plgilri;r)]arttlﬁlee S?:::H;g,:fg?‘tslon To justify the above statements we have performed a se-
P Papgs]. 9 ries of MC simulations using the standard technidjwe].

the visualization of the particle distribution makes clear thatHenceforth we will concentrate on the results because many

most of the jumps take place at the interfaces separating thtfgetails of simulations are described in our previous wWéik

ordered regions. Co_nsequently: the particle transport is_ glso First we discuss the size effects due to the appearance of
localized along the interfaces in the presence of a drivingjitterent characteristic lengths mentioned above. The self-
field. For qurved mterface_s the induced current results in aBrganizing domain structure is preserved by the interfacial
accumulation of extra particlésoles at the parts where the phenomena when the system sizes are chosen to be much
curvature is negativépositive). The interface is driven by |arger than these former values. However, if the MC simula-
the field with a velocity proportional to the accumulatedtion is performed on a small system then one can observe an
charge density and perpendicular field component. Thesgrdered monodomain structure at low temperatures and a
features are investigated by a simple phenomenologicglhase transition can be concluded. Thus the finite-size scal-
model in which the interface shape, the particle density, anihg of the order parameter can be performed for sizes
the current along the interface are described by single-valued=40 and one can deduce a “critical temperature”
functions of time and th& coordinatg 6]. The deterministic Tyn(E=0.4)=0.48§81). For larger system size(e.g.,
equations of motion take the effect of surface tension intd-=100), however, the scaled data deviate significantly from
consideration too. the scaling function.

The phenomenological model predicts that the neutral, In @ small system the orderetthessboand structure
tited, standing, and planar interfaces are unstable again§volves into its counterpatanti-chessboajdand vice versa
periodic perturbations in agreement with MC simulationsVia @ nucleation mechanism as demonstrated in Figiod
[9], except for the interfaces parallel to the field. Accordingl=10), where the time is measured in Monte Carlo steps
to a linear stability analysis, the amplitude of the perturbaP€r particles(MCS). In this case the sublattice occupation
tion increases exponentially with time if the wavelength ex.indicates that the system is dominantly standing in one of the

ceeds a threshold value. More precisely, the amplificatior‘?rdere<j (monodomain states. With the increase af the

rate has a maximum at a given wavelength)( proportional durgtl_on of the tra}nS|t|on becomes Ionger and longer. For
: 2 3 sufficiantly large sizes the monodomain structure cannot be
to 1/E|. Following the initial (exponentigl increase of the .
observed in the system.

periodic compqnents there appears a finger formation con- Figure 1 demontrates clearly that the evolution of sublat-
trplled by ”0”"”le effects. In thls case the typical fingery.q occupation shows different behavior for= 120 if the
width can be estimated ad, ~\"/2. Consequently, the qystem s started from an ordered structure. Evidently, the
growing domains are split into strips whose average lengthy,ctyation of the sublattice occupatiofround 1/2) de-

d| depends on the thermal fluctuations decorating the detegreases when choosing even larger systems.

ministic evolution of interfaces. This picture explains why  Beside the mono- and polydomain structures we can dis-
the system evolves into an anisotropic, self-organizing dotinguish a third type of domain pattern when the system size
main structure at sufficiently low temperatures. In this staequals approximately the longitudinal correlation length,
tionary state some parts of the moving interfaces can meethich is generally larger thad, . In a narrow range of
and annihilate each other, while the accumulated charges aggstem sizes closed strips are formed with interfaces parallel
neutralized(in par}). This process unites two distinct do- to the field. These interfaces are not affected by the interfa-
mains and generates extra defects into the bulk phase. Atlial instability mentioned above. Due to the thermal fluctua-
these phenomena can be observed clearly when displayirigpns the interfaces move randomly; the neighboring ones
the particle distribution during the MC simulations. The ap-can meet and annihilate each other. The “multistrip” state
pearence of the two characteristic lengtits (andd) are  can be considered as a stationary one because the nucleation
responsible for size effects causing difficulties in the inter-mechanism recreates the annihilated domains.

pretation of MC data, as discussed in the subsequent section. The common feature of the above situations is the disap-

sublattice occupation
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FIG. 2. Size dependence of the relaxation time in a driven sys-  FIG. 3. Specific heat vs temperatureEat 0.4 for different sys-
tem (open squargsfor E=0 (closed circlesat T=0.48. tem sizesL=16 (open squares 32 (closed trianglels 64 (open

pearance of the time average of the order parameter defineC('JCIes' 128 (closed circles and 256(closed squargs

as a difference of the average sublattice occupations. The
process can be characterized by a relaxation time if the sygdequate to study rigorously the crossover from the smooth
tem is started from one of the ordered monodomain state. T#ansition to the critical one when decreasjig because of
study this phenomenon a series of MC simulations was pethe extremely large sizes required to avoid the mentioned
formed varying the system size for fixed field and temperasize effects. At the same time, the results of simulations
ture. The time variation of the order parameter has been degree quantitatively with the predictions of a generalized
termined by averaging over 150 MC runs. Following themean-field analysis performed previously at the level of the
method introduced by Binder and Mer-Krumbhaar[11],  Six-point approximatio7] for |E[>1.
we have evaluated the relaxation time as a functioh &ér During the above simulations the absence of long-range
T=0.48 andE=0.4 (see Fig. 2 Notice that the temperature order has been justified in the low-temperature region for
is chosen to be less than the critical temperature derived frodf|>0.2. These simulations have confirmed qualitatively
the mentioned finite-size scaling fbr<40. that the characteristic lengths become shorter for stronger
For small sizes the relaxation time increases WitiThe  fields, in agreement with the prediction of the phenomeno-
curve has a maximum fot~36 and tends to a constant logical model.
value whenL—. As a comparison with the equilibrium  The polydomain structure formed by the ordered chess-
system we have repeated these calculationsEfer0 and ~ board and antichessboard phases is topologically equivalent
L<40. As shown, the relaxatiofergodig time increases !0 @ pattern like “droplets inside of droplets inside droplets
monotonically withL in contrast to the driven system. The ---~ characteristic of the critical domain picture of the
preliminary results suggest similar behavior for lower tem-ISing model[12]. According to the deterministic interfacial
peratures. Unfortunately, the systematic analysis require@volution model, the appearance of characteristic lengths
more and more computational time when decreasing the terf€@ds to a minimum size for droplets. In the real system the
perature and/or field strength. smaller droplets appear as a consequence of thermal fluctua-
The interfacial energy contributes significantly to the totaltions. The resultant domain structure |s_topolpg|cally similar
energy in the driven system. Consequently, the size effedf @ quenched state roughened for a given time. To demon-
can be observed when studying the specific heat. In thétrate it we have determined the domain size distribution
driven system the fluctuation-dissipation theorem is nounctions in both cases. The number of sites in a given do-
longer valid; therefore the specific heat has been evaluate®@in is determined by the cluster labeling technique widely
by the numerical derivation of the average energy as usua¥Sed in percolation problenfd3]. Closed circles in Fig. 5
Figure 3 indicates that the peak increases and moves to le#f'ow the average number of domains of sz a rectan-
when choosind- =16, 32, and 64 as typical in equilibrium

systems. However, this tendency breaks down for larger sys- 3 -_—
tems when the appearance of interfaéepresenting extra a
energy decreases the peak height and the data converge to- 2571 .
ward the results obtained fdr= 256 in our previous work 5 |
[6]. R

In order to study the temperature dependence of the spe- 0 15 La
cific heat in the real stationary state we have performed a 2 EN
series of MC simulatons varying the temperature for differ- ' K
ent field strengths. In these simulations the system sizes are os | .. .
chosen to be muctmore than 10 timedarger than the cor- qesadecel oo, n

. L. . . 0L %% B, . N .

responding characteristic lengths. Figure 4 illustrates that the 0 01 02 03 04 05 06 07
position of the maximum moves to left, while the peak be- T

comes lower and wider when the field strength is increased.

These data suggest that the critical behavior appears only FIG. 4. Specific heat for different fieldE=0 (triangles, 0.4
in the limit E— 0. Unfortunately, the MC simulations are not (open squares1 (closed squargsand 1.5(bullets.
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FIG. 5. Log-log plot of the average number of domains vs their 0.;)1 011
sizes for a self-organizing domain structicdosed circl¢ and for a E
state(open circle during the roughening process.
gular system with 508 1500 sites forE=0.4 andT=0.4. FIG. 6. Threshold value of the domain radius as a function of

Here the open circles are obtained by averaging over 10061e driving field at fixed temperatuie=0.44.

patterns developed from a random distribution after a therwe generated a circular domain of the Counterphase by shift-
malization of 300 MCS in the absence of a driving field for ing the inside particles along the field by one lattice constant.
a fixed temperaturd =0.4. In this former case there also Thus the number of particles remains unchanged and we ob-
exists a characteristic domain size proportionai'tt tained a domain whose surface accumulates extra particles
The domain size distribution functions are generally senand holegchargeg with a distribution predicted by the phe-
sitive to the choice of criteria defining domains and inter-nomenological model for fixed radius. The appearance of
faces. In the above comparison we used the same criteria g&ich a domain is typical in the stationary state. Thermalizing
demonstrate the similarity between the two types of stateghe initial state for some timél0-40 MC3 we have deter-
Preliminary results suggest that this behavior is not affectednined the variation of the domain area. To suppress the ther-
by the anisotropy of the domain structure. mal ﬂuctuanpns thls process was repeated several thousand
Beside the preservation of this self-organizing stationanfimes at a given field, radiug, and temperatureT(=0.44).
state the enhanced interfacial particle transport breaks up tHaue {0 the short run times we could vary the initial radius in
monodomain structure into a polydomain one via a nucled sufficiently wide range. The radius of the initial domain
ation mechanism as observed in MC simulatippd4]. Due  as chosen from 8 to 200 on arxL lattice wherel was
to thermal fluctuations “islands” of the counterphase arelnclr:eased smultaneom;sdytwm?);‘rqm d3? to 60.0' dii
formed in the homogeneous initial state. These islands arebI r(t)mdan ave_:rageho ha aho Idamel orfvanous radil W? are
polarized by the above mechanism and will elongate alon @ to determine the threshold value of the radisepa
the field if the driving force exceeds the shrinking effect of ating the growing and shrlnklng domains. The reSl.Jlts of MC
the surface tension. A detailed analysis of the mentione&'mu"”‘tlor.]S are llustrated In _F|g. 6, where the size of the
phenomenological model predicts that the time derivatives opjuares indicates the ;taustlcal error. These d_ata confirm
the interface shape and accumulated charges cannot vani Hahtayvgly the theoretically predicted|Ef behavior (see
simultaneouslyfor dropletlike (closed curvg solutions[15]. the solid I|ne.. . . .
At the same time we are able to determine the variation of In these simulations we have chosen the radius to be sig-

the domain area for any initial state. By this means we Caipificantly I_arger thar_1 the interface thickness, Wh.i.Ch Is com-
distinguish domains whose area is growing or shrinking parable with the lattice constant. For smaller radii the devia-
First we have studied the time evolution of a circular do_'tion of the actual interface from the circle becomes important

main. The initial charge distribution along its boundary isand results in anomalous behawqr: Th's phenomenon might

chosen to be the stationary solution for fixed radius. It is_have been the reason why the verlflcanor_l of tH_E|1behav-

found that the area increases if the radius exceeds a threshdf V@S not successiul n the early MC S|ml_JIat|c[ﬂ14].

value R;, which is proportional to 1E|. It is emphasized Notice thatR, andd, increase with the inverse ¢E|'. .
while their temperature dependence seems to be negligible.

that the interface motion is not isotropic and the initially t th time the lonaitudinal lation lenath or d
circular island elongates along the field. This calculation carf 't the same time the longitudinal correlation length or do-
main size increases when decreasing the temperature for a

be repeated by assuming small elliptical distortion of the,. - . ;
initial shape. It is found that the threshold value of the do—ﬂxe{j driving field [6]. These facts make the reliable MC

main area as a function of ellipticity exhibits a local mini- analysis difficult for low fields_ and temperatures because we

mum. This fact indicates the enhanced role of the elongatefihOUId choose t'he. system sizes to be much larger than' the

islands during the nucleation process. above characteristic lengths. Consequently, in these regions
Unfortunately, a complete MC study of the nucleation Ve need to search for other effective methods to check the

process is not allowed by our computer facilities. We havemedICtlons of the phenomenological model.
studied only the variation of domain area when the ordered
initial state contains a ‘“circular,” polarized island of the

counterphase. For this purpose the initial state in a square The present MC simulations give further evidence that at
box was created as follows. In the completely ordered phaskew temperatures the driven lattice-gas model exhibits a self-

IV. CONCLUSION
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organizing polydomain structure that is topologically similar prevent the formation of long-range order against the ther-

to those appearing during the roughening process. The intemodynamic forces.

facial effects not only preserve the self-organizing domain For weak fields the interfacial phenomena perturbed by

structure but they are able to destroy the monodomain strugioise affect dominantly the apparent domain structure while

tures via a nucleation mechanism. The related characteristibey allow nearly perfect order inside the domains. In this

lengths are responsible for the significantly different featuregase the polydomain state can be considered as a noisy sur-

found between small and sufficiently large systems. For largéace evolution problem. Such an approach raises many ques-

fields these lengths become small and the results of simuldions not yet investigated in the area of surface gropfH.

tions agree quantitatively with the predictions of generalizedt is expected that this technique may give some predictions

mean-field approximations at the level of six-point approxi-for the longitudinal domairfor correlation length. Further-

mations. more, it would be interesting to classify the interface evolu-
In the present model the pattern formation is not surpristion models that are able to preserve such a self-organizing

ing because similar phenomena are found in some other opatomain structure.

systems. The best known example is the RayleighaBe

!nstab|llty[16]. The curiosity of the present driven Iattlcg gas ACKNOWLEDGMENT
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